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1. Introduction. New memory technologies and processes introduce new
defects that significantly impact on the defect-per-million (DPM) level and yield.
Currently for memory testing March tests are mainly used, because they have linear
complexity [1]. This paper introduces minimal March test algorithms for detection
of ”realistic” faults from the well known subclasses Sav and Sva of two-operation
dynamic faults. Earlier, only subclasses Saa and Svv were considered by a few
authors (see [2]). In this paper it is shown that the proposed March test algorithms
detect all realistic faults (to be defined below) of subclasses Sav and Sva, and have
minimum length with respect to the number of memory words.

2. Definitions and Notations. In [2] the subclass Sav of dynamic faults is
described. This subclass assumes that operation on the victim cell is performed
after applying the first sensitizing operation on the aggressor cell. The article
contains also the description of subclass Sva of dynamic faults, where operation on
the aggressor cell is performed after applying the first sensitizing operation on the
victim cell.

As noted in [3-5], we cannot use March tests for detection of these classes
of functional fault models (FFMs) without the knowledge of the scramble informa-
tion (see [6]), because we need to do an operation on the victim cell just after the
operation applied on the aggressor cell, and vice versa. But there can be cases
when the victim and aggressor cells have not adjacent logical addresses. Due to
the technology specifics, usually the coupling faults occur between two physically
adjacent cells. So, below we consider the following aggressor-victim physical cell
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positions for faults of subclasses Sav (Pi) and Sva (Qi):

P1. Aggressor cell - (i, j), victim cell - (i+1, j); P2. Aggressor cell - (i, j), victim cell - (i-1, j);

P3. Aggressor cell - (i, j), victim cell - (i, j+1); P4. Aggressor cell - (i, j), victim cell - (i, j-1).

Q1. Victim cell - (i, j), aggressor cell - (i+1, j); Q2. Victim cell - (i, j), aggressor cell - (i-1, j);

Q3. Victim cell - (i, j), aggressor cell - (i, j+1); Q4. Victim cell - (i, j), aggressor cell - (i, j-1).

i, 0 · i · n ¡ 1 , is the physical row number of the memory, j, 0 · j · m¡ 1 ,
is the physical column number of the memory that can be considered as an m£ n

array with n (respectively, m) rows (columns).
Based on the scramble information, the March test should be run by physical

addresses to be able to test physically adjacent pairs of aggressor and victim cells
that are assumed to be the realistic positions of dynamic two-cell, two-operation
faults. Thus, we consider the following 4 types of physical addressing: A1. Top to
down – ”increasing fast row”; A2. Down to top - ”decreasing fast row”; A3. Left
to right - ”increasing fast column”; A4. Right to left - ”decreasing fast column”.

The proposed test algorithms should be run for these 4 cases to detect all 4
cases of aggressor-victim positions. Note that Ai addressing should be used for
detection of cases Pi and Qi. It is easy to check that using Ai addressing the
March test cannot detect any fault from cases Pj or Qj, when i 6= j. So, if a
minimal March test M is proposed for the fixed direction then the overall March
test algorithm (that applies March test M for 4 directions) will be again minimal.

3. March test algorithm for subclass Sav. Table 1 presents March test MMSAV
that detects all realistic faults from subclass Sav. The complexity of the algorithm
is 109N for a fixed direction and the overall complexity is 436N. The algorithm
created was based on idea that the first operation in March element is going to
sensitize the fault, the second to detect, and the last to sensitize an aggressor cell.
For example for the fault h1W1; 0R0/1/0i initialization of the victim cell is done by
M5-1 operation (the first operation in March element M5). This operation sets the
value of the victim cell to 0. Then the algorithm runs March element M6, where
the first operation M6-1 is used to sensitize the victim cell, M6-2 to detect the fault.
The third operation of the March element M6-3 sets the value of the aggressor cell
to 1 to provide the needed value 1 for sensitization which is done by operation
M6-4.

Theorem. March test MMSAV is a minimal March test for detection of all
realistic faults from subclass Sav.

Proof. Let us evaluate the complexity of the minimal March test algorithms
for subclass Sav. We will not consider here FFMs dCFrd and dCFir since it is easy
to check that if the March test detects dCFdrd then it detects also dCFrd and
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dCFir. That is why we will consider here only FFMs dCFdrd, dCFtr and dCFwd
that contain in total 36 fault primitives [2-4].

Step 1: The minimal March test algorithm should perform an initialization
operation to the memory cells, so one Write operation (Wi) for initialization is
mandatory.

Step 2: Taking into account the faults of Subclass Sav [3], it is easy to check
that 24 sensitizing Write operations should be performed to the aggressor cell (Wa)
and correspondingly 24 sensitizing Write operations to the victim cell (Wv).

Table 1. Minimal march test MMSAV (109N)

March elements Element ]

m(W1) M0

m(R1, R1, W0, R0) m(W1, R1, W0, R0) m(W0, R0) m(R0, R0, W1, R1) m(W0, R0) M1-M5

m(R0, R0, W1, W1) m(R1, R1, W0, W0) m(W0) m(R0) m(R0, R0, W1) m (W1) m (R1) M6-M12

m (R1, R1, W0, W1) m(R1, R1, W0) m (R0, R0, W1, W0) m(W1, R1) m(W0, R0, W1, R1) M13-M17

m(W0, R0, W0) m(W1, R1, W0, W0) m(W1, R1, W1) m (W0, R0, W1, W1) m(W0, R0,

W1)

M18-M22

m(W0) m(R0, R0, W0) m(W1, R1, W0) m(W1) m(R1, R1, W1) m(W1, R1, W0, R0) M23-M28

m(W0, R0, W1, R1) m(W1, R1) m(W1, R1, W0, W0) m(W0, R0, W1, W1) m(W1, R1,

W0)

M29-M33

m(W0, R0, W1, W0) m (W0, R0, W1) m(W1, R1, W0, W1) M34-M36

It is easy to check, that those 24 Wa operations occur at the last positions
of March elements, and 24 Wv operations occur at the first positions of March
elements. The only case when Wa matches with some Wv is when the first and the
last operations of a March element are used to sensitize and the aggressor and the
victim cells, i.e. when the March element contains only one Write operation that
sensitized both the aggressor and the victim cells (the initial states of the aggressor
and the victim cells must be the same). Here we have four cases: h1W1; 1W1/0/-i,
h0W0; 0W0/1/-i, h0W1; 0W1/0/-i, h1W0; 1W0/1/-i. So for sensitizing the victim
and the aggressor cells we need at least 24 + 24 - 4 = 44 Write operations (Wav).

Step 3: Let us consider the March elements that should have additional Write
operations (Ws) that are needed to bring the aggressor cell to the required state.
We should have situations when the last operation of the March element changes
the state of the cell, so we must ”adjust” the state of the cell to perform an op-
eration for the aggressor. First we should indicate the faults that require addi-
tional Write operations. There are 16 such fault primitives: h1W0; 0R0/1/0i, h1W1;
0R0/1/0i, h0W0; 1R1/0/1i, h0W1; 1R1/0/1i, h0W0; 0W1/0/-i, h1W0; 0W0/1/-
i, h1W1; 1W0/1/-i, h0W1; 1W1/0/-i, h0W0; 1W1/0/-i, h1W1; 0W0/1/-i, h0R0;
0W1/0/-i, h0R0; 1W1/0/-i, h1R1; 0W0/1/-i, h1R1; 1W0/1/-i, h1R1; 0R0/1/0i, h0R0;
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1R1/0/1i. For each fault primitive one Ws operation is needed. So, 16 Ws oper-
ations are needed to bring the aggressor cell to the required state. Note that the
length of a March element that detects such faults must be at least 4. The first
operation is needed for victim cell sensitization, the second - for fault detection,
the third - for providing the required state on the aggressor cell (Ws), the forth - for
aggressor cell sensitization. Note that these Ws operations are not the first and last
operations in the March element. Before this operation a Read operation should
be present in the same March element for fault detection. So, we can conclude
that these Ws operations are different from the mentioned above Wi, Wa and Wv

operations.
Step 4: Taking into account the faults of subclass Sav, 12 sensitizing Read

operations should be performed to the aggressor cell (Ra) and correspondingly 12
Read operations - to the victim cell (Rv). It is easy to check, that those 12 Ra

operations occur at the last positions of March elements, and 12 Rv operations
occur at the first positions of March elements. Only in case of fault primitives
h0R0; 0R0/1/0i and h1R1; 1R1/0/1i, the same Read operation can sensitize both
the victim and aggressor cells. This means that the mentioned Ra operations are
different from the mentioned Rv operations besides two special cases, and we have
at least 1 2 + 1 2 ¡ 2 = 2 2 sensitizing Read operations (Rav).

Step 5: The next step is to try to calculate the number of fault detecting
Read operations. It is obvious that some sensitizing Read operations can be used
for detection purposes. There are only 10 fault primitives that can be detected
with sensitizing Read operations (Rav). Here they are: h0W0; 0W0/1/-i, h1W1;
1W1/0/-i, h0W1; 0W1/0/-i, h1W0, 1W0/1/-i, h0R0; 1W0/1/-i, h0R0; 0W0/1/-i,
h1R1; 0W1/0/-i, h1R1; 1W1/0/-i, h0R0; 0R0/1/0i, h1R1; 1R1/0/1i. The remaining
26 fault primitives require that detecting Read operation should be the second
March operation but not the last operation in the March element. Thus, the Rd

operations are different from Rav operations since Rav operations are placed either
at the last position of the March element or at the first place. For each such
fault one detecting Read operation is needed. So, additionally 26 detecting Read
operations (Rd) are needed to detect those 26 faults.

Based on the considerations above, we can conclude that any March test that
detects all realistic faults from subclass Sav should apply at least 109 operations for
a fixed direction: 1 Wi, 44 Wav, 16 Ws, 22 Rav and 26 Rd. March test algorithm
MMSAV given in Table 1 also has 109 operations, so it is the minimal. Thus, we
can conclude that the theorem is proved. March test MMSAV should be applied
for 4 directions mentioned above. So, the overall complexity of the proposed test
algorithm is 1 0 9 N £ 4 = 4 3 6 N .

4. March test algorithm for subclass Sva. Table 2 presents March test MMSVA
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that detects all faults from subclass Sva. The complexity of the algorithm is 1 0 7 N
for a fixed direction and the overall complexity is 4 2 8 N . The algorithm was created
based on the idea that the first operation in a March element is going to sensitize
the aggressor cell, the second to detect, and the last to sensitize the fault. For
example for the fault h0W0/1/-; 1W1i initialization of the aggressor cell is done
by operation M49-3. This operation sets the value of the aggressor cell to 0. Then
the algorithm runs March element M51, where the first operation M51-1 is used to
sensitize the aggressor cell, the second M51-2 for bringing the cell value to 0 for
the victim state, M51-3 to sensitize the fault. The detection is done by operation
M52-1.

Theorem. March test MMSVA is a minimal March test for detection of all
realistic faults of subclass Sva.

Proof. Let us evaluate the complexity of minimal March test algorithms for
subclass Sva. We will not consider here FFMs dCFrd and dCFir since it is easy to
check that they are logically impossible. That is why, we will consider here only
FFMs dCFdrd, dCFtr and dCFwd that contain in total 36 fault primitives.

Step 1: The minimal March test algorithm should perform an initialization
operation to the memory cells, so one Write operation (Wi) for initialization is
mandatory.

Step 2: For faults listed in [5] for subclass Sva, it is easy to check that 24
sensitizing Write operations should be performed to the aggressor cell (Wa) and
correspondingly 24 sensitizing Write operations to the victim cell (Wv). It is easy to
check, that those 24 Wa operations occur at the first positions of March elements,
and 24 Wv operations occur at the last positions of March elements. The only case
when Wa match with some Wv is when the first and last operations of a March
element are used to sensitize and aggressor and victim cells, i.e. when March
element contains only one Write operation that sensitized both the aggressor and
victim cells (initial states of the aggressor and victim cells must be the same). Here
we have four cases: h1W1/0/-; 1W1i, h0W0/1/-; 0W0i, h0W1/0/-; 0W1i, h1W0/1/-;
1W0i. So for sensitizing the victim and aggressors cells we need at least 24 + 24
- 4 = 44 Write operations (Wva).

Step 3: Now let us consider the March elements that should have additional
Write operations (Ws) that are needed to bring the victim cell to the required state.
To calculate these additional Write operations, first we should indicate such faults
primitives. Here they are: h0R0/1/0; 0W1i, h0R0/1/0; 1W1i, h1R1/0/1; 0W0i,
h1R1/0/1; 1W0i, h0W1/0/-; 1W1i, h0W0/1/-; 0W1i, h1W0/1/-; 0W0i, h1W1/0/-
; 1W0i, h1W1/0/-; 0W0i, h0W0/1/-; 1W1i, h0W1/0/-; 1R1i, h1W1/0/-; 0R0i,
h0W0/1/-; 1R1i, h1W0/1/-; 0R0i, h0R0/1/0; 1R1i, h1R1/0/1; 0R0i. For each fault
primitive, one Ws operation is needed. So, 16 Ws operations are needed to bring
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the victim cell to the required state. Note that the length of a March element that
detects such faults must be at least 3. The first operation is needed for the aggres-
sor cell sensitization, the second for providing the required state on the aggressor
cell (Ws), the third for the victim cell sensitization. Note that these Ws operations
are not the first and last operations in the March element. Taking into account this
we can conclude that these Ws operations are different from the mentioned above
Wi, Wa and Wv operations.

Step 4: From [5] we can see, that for faults of subclass Sva, there are 12
sensitizing Read operations that should be performed to the aggressor cell (Ra)
and correspondingly 12 Read operations to the victim cell (Rv). It is easy to check,
that those 12 Ra operations occur at the first positions of March elements, and
12 Rv operations occur at the last positions of March elements. Only in case of
fault primitives h0R0/1/0; 0R0i and h1R1/0/1; 1R1i, the same Read operation can
sensitize both the victim and aggressor cells. This means that the mentioned Ra

operations are different from the mentioned Rv operations besides two special cases,
and we have at least 1 2 + 1 2 ¡ 2 = 2 2 sensitizing Read operations (Rva).

Step 5: The next step is to try to calculate fault detecting Read operations. It is
obvious that some sensitizing Read operations can be used for detection purposes.

Table 2. Minimal march test MMSVA (107N)

March elements Element ]

m(W1) M0

m (W0, R0) m (R0) m(R0, W1, R1) m(R1, W0, R0) m(R0, W1) m(R1) m(R1, W0, W1)

m(R1, W0)

M1-M8

m (R0, W1, W0) m(R0, W0) m (R0, W1, W1) m (R1, W0, W0) m(R0) m(W1, W0, R0)

m(R0)
M9-M15

m (W0, W1, R1) m(R1, W1) m(R1) m(W1, W0, R0) m(R0) m(W1, R1) m(R1) m(W1, R1)

m(R1)
M16-M24

m(W0, R0) m(R0) m (W0, W1) m(R1) m(W0, W1, R1) m(R1) m(W1, W0, W1) m(R1)
m(W0, W1)

M25-M33

m (R1) m(W1, W0) m(R0) m(W1) m(R1) m(W0) m(R0) m(W0, W1, W0) m(R0) m(W1,

W0) m(R0)
M34-M44

m(W0) m(R0) m(W1, W0, W0) m(R0) m(W0, W1, W1) m(R1) m(W1, W0, W0) m(R0)
m(W1, R1)

M45-M53

m(R1) m (W1) m(R1) m(W0, W1, W1) m(R1) m(W0, W0) m(R0) M54-M60

There are only 12 fault primitives that can be used for detection purposes,
because of Read operations in aggressor (Ra) detected with sensitizing Read op-
erations (Rav): h0W1/0/-; 1R1i, h1W1/0/-; 0R0i, h0W0/1/-; 1R1i, h1W0/1/-; 0R0i,
h0R0/1/0; 1R1i, h1R1/0/1; 0R0i, h1W0/1/-; 1R1i, h0W0/1/-; 0R0i, h1W1/0/-; 1R1i,
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h0W1/0/-; 0R0i, h1R1/0/1; 1R1i, h0R0/1/0; 0R0i. So we need at least 24 additional
Read operations for detection (Rd).

Based on the considerations above, we can conclude that any March test
that detects all faults from subclass Sav should apply at least 107 operations for
fixed direction: 1 Wi, 44 Wav, 16 Ws, 22 Rav and 24 Rd. The March test algorithm
MMSVA given in Table 2 also has 107 operations so it is the minimal. Thus, we can
conclude that the theorem is proved. Note that the March test MMSVA should
be applied for 4 directions mentioned above. So, the overall complexity of the
minimal March test MMSVA is 428N.

5. Conclusions. In this paper, we proposed a minimal March test algorithm
for detection of all two-operation, two-cell ”realistic” dynamic functional fault mod-
els from subclass Sav and Sva when the aggressor and victim cells are physically
adjacent. Here we also gave a proof, that the proposed test algorithms are minimal.
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Dynamic Faults from Subclasses Sav and Sva

This paper introduces minimal March test algorithms for detection of ”realistic” faults

from the well known subclasses Sav and Sva of two-operation dynamic faults. Earlier, only

subclasses Saa and Svv were considered. In this paper it is shown that the proposed March

test algorithms detect all realistic faults (to be defined below) of subclasses Sav and Sva,

and have minimum length with respect to the number of memory words.

Ð. ê. ²í»ïÇëÛ³Ý, ¶. ¾. Ð³ñáõÃÛáõÝÛ³Ý, ì. ². ì³ñ¹³ÝÛ³Ý

ØÇÝÇÙ³É Ù³ñß Ã»ëï³ÛÇÝ ³É·áñÇÃÙ »ñÏµçÇç, »ñÏáõ ·áñÍáÕáõÃÛ³Ùµ ¹ÇÝ³ÙÇÏ

³Ýë³ñùáõÃÛáõÝÝ»ñÇ Sav »õ Sva »ÝÃ³¹³ë»ñÇ µáÉáñ ³Ýë³ñùáõÃÛáõÝÝ»ñÇ

Ñ³ÛïÝ³µ»ñÙ³Ý Ñ³Ù³ñ

Ü»ñÏ³Û³óíáõÙ »Ý ÙÇÝÇÙ³É Ù³ñß Ã»ëï³ÛÇÝ ³É·áñÇÃÙÝ»ñ, áñáÝù Ï³ñáÕ³ÝáõÙ »Ý

Ñ³ÛïÝ³µ»ñ»É Sav »õ Sva ¹³ë»ñÇ µáÉáñ ¹ÇÝ³ÙÇÏ ³Ýë³ñùáõÃÛáõÝÝ»ñÁ. ¹³ë»ñÁ »ñÏáõ ·áñÍáÕáõ-

ÃÛ³Ùµ ½·³ÛáõÝ³óíáÕ ¹ÇÝ³ÙÇÏ ³Ýë³ñùáõÃÛáõÝÝ»ñÇ »ÝÃ³¹³ë»ñ »Ý, ³ÛëÇÝùÝ‘ ³Ýë³ñùáõÃÛáõÝ-
Ý»ñ, áñáÝù ½·³ÛáõÝ³óíáõÙ »Ý ÑÇßáÕáõÃÛ³Ý µççÇ ÝÏ³ïÙ³Ùµ Ñ³çáñ¹³Ï³Ý »ñÏáõ ·áñÍáÕáõÃÛáõÝ
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Ï³ï³ñ»ÉÇë: Ü³ËÏÇÝáõÙ ¹Çï³ñÏí³Í »Ý »Õ»É Saa »õ Svv »ÝÃ³¹³ë»ñÁ, áñáÝó Ñ³Ù³ñ

Ý»ñÏ³Û³óí»É ¿ÇÝ Ù³ñß ³É·áñÇÃÙÝ»ñ: Sav »õ Sva ¹³ë»ñÁ áõëáõÙÝ³ëÇñí³Í ã»Ý »Õ»É: Ðá¹í³ÍáõÙ

Ý»ñÏ³Û³óí³Í »Ý Ý³»õ Ýßí³Í »ñÏáõ ³É·áñÇÃÙÝ»ñÇ ÙÇÝÇÙ³ÉáõÃÛ³Ý ³å³óáõÛóÝ»ñÁ:

À. Ñ. Àâåòèñÿí, Ã. Ý. Àðóòþíÿí, Â. À. Âàðäàíÿí

Ìèíèìàëüíûå ìàðø òåñòîâûå àëãîðèòìû, âûÿâëÿþùèå âñå ”ðåàëèñòè÷åñêèå”

íåèñïðàâíîñòè èç ïîäêëàññîâ äâóõêëåòî÷íûõ, äâóõîïåðàöèîííûõ äèíàìè÷åñêèõ

íåèñïðàâíîñòåé Sav è Sva

Ïðåäñòàâëåíû ìèíèìàëüíûå ìàðø òåñòîâûå àëãîðèòìû, êîòîðûå ñïîñîáíû

âûÿâëÿòü âñå ðåàëèñòè÷åñêèå íåèñïðàâíîñòè èç êëàññà äèíàìè÷åñêèõ íåèñïðàâíîñ-

òåé Sav è Sva: êëàññû ÿâëÿþòñÿ ïîäêëàññàìè íåèñïðàâíîñòåé, êîòîðûå âîñïðèèì÷èâû

ê äâóì îïåðàöèÿì íàä îïåðàòèâíîé ïàìÿòüþ.

Ðàíåå áûëè èçó÷åíû òîëüêî ïîäêëàññû Saa è Svv, äëÿ êîòîðûõ áûëè ïðåäëîæåíû

ìàðø àëãîðèòìû: ïîäêëàññû Sav è Sva íå áûëè èçó÷åíû. Íàìè ïðåäñòàâëåíû òàêæå

äîêàçàòåëüñòâà ìèíèìàëüíîñòè ïðåäëîæåííûõ àëãîðèòìîâ.
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